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Abstract—In this paper, we investigate near-field hybrid beam-
forming design for millimeter-wave (mmWave) integrated sensing
and communication (ISAC) systems, where one base station (BS)
equipped with large-scale antenna array simultaneously serves
multiple communication users and performs target localization
by exploiting the degrees of freedom in both angle and distance
domains. First, to characterize the target localization accuracy, we
analyze the squared position error bound (SPEB) for estimating
the two-dimensional (2D) position of target. Then, the hybrid
beamforming design is formulated to maximize the sum-rate of
communication users, while guaranteeing the SPEB constraint
of target localization, transmit power constraint, and constant
modulus constraints. To tackle the nonconvex problem, we propose
a fractional programming (FP) and successive convex approxi-
mation (SCA)-based block coordinate descent (BCD) algorithm.
Simulation results demonstrate that the proposed hybrid beam-
forming can achieve sum-rate close to fully-digital beamforming
and outperform the baseline schemes.

Index Terms—Integrated sensing and communication, near-
field, target localization, squared position error bound, hybrid
beamforming.

I. INTRODUCTION

Integrated sensing and communication (ISAC) has been
widely recognized as a key technology for empowering various
emerging applications, such as intelligent transportation and
low-altitude economy [1]. To meet the demand for high-
capacity communication and high-accuracy sensing, sixth-
generation (6G) wireless communication systems are evolving
towards extremely large-scale antenna arrays and high frequen-
cies [2]. The increased array aperture and carrier frequency
result in the paradigm shift of electromagnetic characteristics,
i.e., from the planar-wave-based far-field propagation to the
spherical-wave-based near-field propagation [3]. Compared to
the far-field channel, the near-field channel introduces an extra
degree of freedom in the distance domain. Leveraging both
distance and angle information incorporated in the spherical-
wave model, near-field communication can concentrate beam
energy on specific positions, thereby achieving high-resolution
beamfocusing [4]. Moreover, the spherical wavefront can be ex-
ploited to achieve target localization through joint distance and
angle estimation [2]. Therefore, near-field ISAC technologies
have received considerable interest [5].

Beamforming is a critical technique to realize high-speed
data transmission and high-accuracy target sensing simultane-
ously. Recently, the potential of near-field ISAC beamforming
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has been widely explored [6]-[8]. Specifically, in [6], beam-
forming design for multiuser near-field ISAC systems was
investigated to minimize the Cramér-Rao bound (CRB) for joint
distance and angle sensing while satisfying the communication
rate requirement of each user. The authors in [7] proposed a
near-field beamforming scheme to improve the sensing signal-
to-interference-plus-noise ratio (SINR). In addition, near-field
beamforming was designed to maximize the beampattern gain
under communication SINR constraints [8].

Despite the extensive research progress, the aforementioned
works [6]-[8] consider fully-digital beamforming or fully-
connected hybrid beamforming, which inevitably lead to pro-
hibitive hardware cost and energy consumption, especially
when large-scale antenna arrays are deployed. Moreover, the
existing works [6]-[8] mainly focus on the sensing-centric
optimization, while the communication-centric optimization has
been not thoroughly investigated. Motivated by the above
issues, we aim to analyze the performance boundary of near-
field target localization and investigate the performance tradeoff
between near-field localization and communication.

In this paper, we investigate partially-connected hybrid beam-
forming design for near-field millimeter-wave (mmWave) ISAC
systems. To characterize the near-field target localization ac-
curacy, we derive the squared position error bound (SPEB)
for estimating the two-dimensional (2D) coordinates of target.
The hybrid beamforming design is formulated as the sum-rate
maximization under the SPEB constraint for target localization
accuracy. This problem is first reformulated as a tractable form
by exploiting the fractional programming (FP) method. Then,
we propose a successive convex approximation (SCA)-based
block coordinate descent (BCD) algorithm to tackle the noncon-
vex problem. Simulation results show that the proposed hybrid
beamforming achieves sum-rate similar to the corresponding
fully-digital beamforming and significantly outperforms the
existing methods.

II. SYSTEM MODEL

We consider a near-field mmWave ISAC system, where
the base station (BS) simultaneously serves K single-antenna
communication users (CUs) and locates one sensing target by
exploiting the echo signal. Specifically, the BS is composed
of an ISAC transmitter (Tx) equipped with N antennas and
a sensing receiver (Rx) equipped with N antennas and is
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capable of achieving perfect self-interference cancellation [6].
Without loss of generality, we assume that both Tx and Rx are
equipped with uniform linear arrays (ULAs) with the antenna
spacing of d, resulting in the array aperture of D = (N — 1) d.
Therefore, the Rayleigh distance is equal to g, where A\ is
the signal wavelength. It is assumed that both the CUs and
sensing target are located in the near-field region of the BS.
Let pB5 = [2B5 ¢BS)T n = 1,..., N denote the position of
the n-th antenna of the Tx/Rx, p{Y = [xk, yx]T, bk =1,..., K
denote the position of the k-th CU, and pST = [z,y]” denote
the position of the sensing target.

To reduce the hardware cost and energy consumption,
partially-connected hybrid beamforming is considered at the
Tx. Specifically, the Tx is equipped with Ny radio frequency
(RF) chains, each of which is connected to a subarray with
M = N/Ngrp antennas through phase shifters. With the
partially-connected architecture, the analog beamformer of the
Tx can be represented as

Fa = blkdiag {f1,.. ., fnpp ) (1

where f; € CM>! represents the analog beamforming vector
corresponding to the ¢-th subarray with each element satis-
fying the constant modulus constraint, ie., |[fi];| = 1,i =
1,...,Npp,j=1,..., M.

A. Near-Field Channel Model

1) Communication Channel Model: We assume that the
center of the Tx/Rx arrays is located at the origin of the
coordinate system, i.e., [0, O]T. The position of the n-th antenna
of the Tx/Rx can be denoted as pP% = [0,6,d]T, where

6, = 22=N=1n = 1,...,N [2]. The distance from the n-
th antenna of the Tx/Rx to the k-th CU can be calculated as
IprY — Pl = \/23 + i — 20ndyi + 652d%. (2

Thus, the near-field steering vector of the line-of-sight (LoS)
path can be given by
a (25, ye) = [efj%upSUfP‘ESn,_._’efj%anUfp%SHr_
3)
Adopting the Saleh-Valenzuela model [2], the mmWave channel
between the Tx and the k-th CU can be expressed as
Ly,
hy = op%a (wr, ue) + Y onia (@enyen), @)
=1

where a};os represents the complex gain of the LoS path,

Ly, represents the number of non-line-of-sight (NLoS) paths,
ap /%% represents the complex gain of the I-th NLoS path,
and a(xy,yx,) represents the near-field steering vector cor-
responding to the [-th scatterer associated with the k-th CU.
2) Sensing Channel Model: The distance from the n-th

antenna of the Tx/Rx to the sensing target can be calculated as

1957 = ppoll = Va2 + 42 = 20,dy + 622 (5)
Therefore, the near-field sensing channel can be expressed as
G = pa(z,y)a (z,y), (©6)

where [ represents the target reflection coefficient including
both the distance-dependent path loss and the radar cross
section (RCS) of the target, and a (x,y) represents the near-
field steering vector, given by

T

27 ST BS 27 ST BS

— P’ —P J P’ —P
a(x,y) e el IH,..,e ~ ll .

(7
B. Near-Field Signal Model

1) Communication Signal Model: For downlink multiuser
communication, the signal transmitted by the Tx at the time
instant ¢ can be expressed as

K
x(t) = FaFps(t) = Fa Y _ fp xsi(t), ®)
k=1

where s(t) = [si(t),...,sx(t)] € CK*! represents the

transmitted data symbol such that E{s(t)s” (t)} = Ix, Fp =
(D1, .., fp k] € CNrFXK represents the digital beamformer,
and Fp € CNXNrr represents the analog beamformer.

The received signal of the k-th CU can be expressed as

K

Yo, (t) = hil Fafp psi(t) + Z hFafp js;(t) + zen(t),
Jj=13#k

)

where z. i (t) represents the Gaussian noise obeying CN(0, o2).
The SINR of the k-th CU can be represented as

IhEFfp 5 |°

’thFAfD,j|2 + o2

SINR;, = (10)

K

J=1,5#k
2) Sensing Signal Model: For target sensing, the echo signal

received by the Rx at the ¢-th snapshot can be expressed as

ys(t) = Ba(z,y)a (z,y) x(t) + 2s(t), (11)

where zg(t) € CN*! represents the Gaussian noise obeying
CN(0,0%1y). The received echo signal over T' snapshots can
be represented as

Y, = Ba (‘ra y) a'l (xay) X + Zs,

where Yy = [ys(1),...,ys(7)], X = [x(1),...,x(T)], and
Z; = [z5(1),...,25(T)]. Let S = [s(1),...,s(T)] denote
the transmitted symbol over 7' snapshots. Thus, the transmit
covariance matrix can be represented as

12)

Rx = %XXH = %FAFDSSHFSFK ~ FAFpFEFL.
13)
Notice that this approximation in (13) can be regarded as an
accurate equality when T is sufficiently large [9].

III. SPEB ANALYSIS AND PROBLEM FORMULATION
A. SPEB Analysis

The target localization accuracy is typically measured by the
SPEB [10], [11]. Different from using the CRB to evaluate
the performance of joint distance and angle estimation in
the existing work [6], we exploit the SPEB to intuitively
characterize the near-field target localization accuracy in this
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paper. To facilitate the SPEB analysis, the received echo signal
in (12) can be vectorized as

ys :VeC(Ys) :77+isv (14)

where 7 = Bvec (a(z,y)a (z,y) X) € CNT*!, and z, =
vec (Zs) follows the Gaussian distribution CA(0, 02T 7). Let
¢ = [p°T, B]7 € R**! denote the vector of unknown param-
eters, where pST = [z,y]7 is the target position parameter
of interest, B = [Re {3} ,Im {5}]T is the nuisance parameter
[10]. For notational convenience, let A = a (z,y)a’l (z,v).

Then, we derive the Fisher information matrix (FIM) for
estimating the unknown parameters £ from y,. According to
[9], the FIM for estimating £ can be partitioned as

J(&) = |32y Iy J,5| e RV (15)
JT_JT. Jis
B “yp BB
where
2|82 /. .
Jow = |§| tr(AmFAFDFgFfAf), (16a)
g
2T|812 /. .
T, = |f| tr<AyFAFDF§F£{Af), (16b)
g
oT|812 /. .
Jyy = |§|“<AwFAFDF§FfAf)7 (16¢)
ag
2T } . _
Jog = pRe{ﬁ tr(AFAFpFEFEAD) 151}, (160)
2T § . .
1,5 = —yRe {3 t(AFAFOFEFYADL )}, (160)
2T
Jpg = —ztr (AFAFpFLFIAT) L, (16)

and A, = 85‘; and Ay = ag; Y represent the partial derivatives

of A with respect to = and vy, respectively.
For notational simplicity, we define

J.. J. J s
J11{ i xy], J12[ zﬁ}, Joo=J55.  (17)
oy Juy Jyé BB

By isolating the impact of the nuisance parameter 3, the
equivalent FIM [10] of the target position [z,y]T can be
expressed as

Jo(z,y) = I — J12J5, I, (18)
Therefore, the SPEB of near-field target localization can be
represented as

SPEB = tr ((Je(x,y))*l) . (19)
From (15), (16), (17), (18), and (19), we observe that the SPEB
can be expressed as a function of the hybrid beamforming ma-

trix FaoFp. Therefore, we can enhance the target localization
accuracy by optimizing the hybrid beamforming design.

B. Problem Formulation

We aim to jointly design the digital beamformer and analog
beamformer to maximize the sum-rate of CUs, while ensuring
the target localization accuracy requirement, transmit power
constraint, and constant modulus constraints. The hybrid beam-
forming design can be formulated as

K
Jnax kz::llog(lJrSINRk) (20a)
s.t. SPEB < T, (20b)
IFAFp]} < P, (20¢)
Fa € A, (20d)

where I'; represents the SPEB threshold of target localization,
P represents the transmit power budget, and A represents
the feasible set of partially-connected analog beamformer in
which constant modulus constraints are imposed on the nonzero
elements of F 4. Notice that problem (20) is intractable due to
the nonconvex objective function, highly coupled optimization
variables, and nonconvex constant modulus constraints.

IV. HYBRID BEAMFORMING DESIGN
A. Problem Reformulation

The objective function in (20a) is first reformulated as a
tractable form by exploiting the FP technique. Based on the
Lagrangian dual transform [12], we introduce the auxiliary
variable v = [y1,... ,WK]T € Rf %1 and equivalently recast
the objective function in (20a) as

K K K H 2
> log (L+9m) = >+ (?L e) [h FAf];’k‘ :
k=1 k=1 k=1 Zj:l |thFAfD,j‘ +0?

(21

Then, the quadratic transform [12] is applied to tackle the sum-

of-ratio term in (21). By introducing the auxiliary variable 1 =

(1., ,uK]T € CK*1, the objective function in (21) can be

reformulated as

K K K
f(FaFo,v,p) = log (L+3) = > =D |ml* o
k=1 k=1 k=1

K K K
—ZZ\MHQ’thFAfD,j ‘24‘22\/ (14 ) Re{ujh Fafp i}
k=1

k=1j=1
(22)
Therefore, problem (20) can be reformulated as
max  f(Fa,Fp,v,p) (23a)
Fa,Fp,v,p
s.t.  (20b), (20c), (20d). (23b)

To address problem (23), the BCD framework is employed to
optimize the analog beamformer F 5, digital beamformer Fp,
and auxiliary variables v and g in an alternating manner.

With the other variables fixed, the subproblem with respect
to % and the subproblem with respect to uj, are unconstrained
convex problems. Based on the first-order optimality condition,
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the optimal closed-form solutions of ~; and pj can be respec-
tively given by

[0 Fafio 4|

%= —=x s VE (%)
Zj:l,j;ék ’thFAfD7j| + o2
V(1 hiFAf
[k = (Lt )by Fafore ) (24b)

2 )
Yy [ Fafp ;|7 + 0
B. Analog Beamformer Design

In this subsection, we optimize the analog beamformer F 5
with the digital beamformer Fp and the auxiliary variables ~y
and p fixed. Utilizing the block diagonal structure, the analog
beamformer can be rewritten as

Fp = Fo® = diag (fo) @, (25)

where Fo = blkdiag {diag (f,),...,diag (fx,,)} € CV*N
and fy = [f],--- ,fJ:\F,RF]T € CN*! represent a diagonal matrix
and a column vector composed of the nonzero elements of
F A, respectively, ® = blkdiag {157,---,15/} € CN*Nur
represents a block diagonal matrix in which 1;; € CMx!
is a column vector with each element being 1. Therefore, the
transmit covariance matrix in (13) can be rewritten as

K
Rx = Y diag (fa) ®fp 1ff @ diag ()"

k=1

K
= Z diag (®fp 1) fAffdiag (i’fD,k)H .

k=1

For notational convenience, we define

(26)

_27|B|? tr(A,RxAX) tr(A,RxA)
Jii (fa) = o2 Re { Lr(AIRXA;I) tr(AZRfo) ’
(27a)
T B tr(ARxAH) .
J12 (fA) - o2 Re { [ﬂ*tf(ARXAf) [L]] 5 (27b)
2T
Joo (fA) = ﬁtr(ARXAH)IQ, (27¢)

K K
B= Zdiag (@fDﬂj)H (Z || hkth> diag (®fp ;) ,
j=1 k=1

(27d)

K
c=> V(1 +7)udiag (®fp_;)" hy. (27¢)
k=1
To tackle the SPEB constraint in (20b), we introduce the
auxiliary positive semidefinite matrix U € C2*2. Thus, the
subproblem with respect to fo can be reformulated as

: H H

g\l}% fy BfA—ZRe{fA c} (28a)
st tr (UTY) < T, (28b)
U =0, (28¢)

Ji1(fa) = U Jia(fa)
=0 28d
J15 (fa) Jog (fa)| = 7 (28d)
|[fa];| = 1, Vi. (28e)

Note that problem (28) is a nonconvex quadratically constrained
quadratic programming (QCQP) problem due to the quadratic
objective function in (28a), nonconvex quadratic constraint in
(28d), and nonconvex constant modulus constraints in (28e).
To address the nonconvex problem, we introduce the auxiliary
variable Rp = faf% such that Ry = 0 and rank (Ra) = 1.
By omitting nonconvex rank-one constraint, problem (28) can
be relaxed as

mfin tr (BRa) — 2Re {f{'c} (29a)

AsTA,
Jii(Ra)—U Ji2a(Ra)

S t. =0 29b

; [ Jy(Ra)  Jn(Ry)) -0 P

’[RA]M —1,Vi, (29¢)

Ry = fafy, (29d)

Ra =0, (29)

(28b), (28¢). (29f)

Nevertheless, problem (29) is still nonconvex owing to the
nonconvex equality constraint in (29d). The equality constraint

Ra = faffl can be equivalently transformed into the two
inequality constraints as follows:
Ry fa
[ff 1] >0, (30a)
tr (Ra) — £ fa <0. (30b)

However, constraint (30b) is nonconvex. Utilizing the SCA
technique, the convex approximation of constraint (30b) can
be represented as

tr (Ra) — 2Re { (ff{l))H fA} + (fgm)H £§M <0. (31

where fz(:) is the solution obtained at the n-th iteration.
Therefore, the convex approximation of problem (29) can be
reformulated as

mfinU tr (BRa) — 2Re {f{ c} (32a)
s.t. (28b), (28¢), (29b), (29¢), (29¢), (30a), 31).  (32b)

We observe that problem (32) is a convex problem, which can
be efficiently solved by CVX toolbox.

C. Digital Beamformer Design

With the analog beamformer F' o and the auxiliary variables
~ and p fixed, we optimize the digital beamformer Fp in
this subsection. The subproblem with respect to Fp can be
reformulated as

K K

éxrl)%% ]; £} . Dfp 5, — ; 2Re {ff .er} (33a)
st tr (UTY) < T, (33b)
U >0, (33¢)

Ji1 (Fp) —U Ji2 (Fp)
=0 33d
[ J1, (Fp) Joo (Fp)| = (33d)
tr (FpFH) < P/M, (33e)
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where we define

K
D =) |u[*Fihh{Fy, (34a)

k=1
er = /(1 + ) mF X hy. (34b)

Problem (33) is also a nonconvex QCQP problem due to
the quadratic objective function in (33a) and the nonconvex
quadratic constraint in (33d). To tackle this problem, we
introduce the auxiliary variables Rp ;, = fD7kf]§{ &> Vk such that
Rp = 0 and rank (Rp ) = 1,Vk. By dropping nonconvex
rank-one constraints, problem (33) can be relaxed as

K K
i (D;RD,k> - ;ﬂ{e{fg{kek} (35a)

min
Rp,x,fD,k,

Ji1(Rpr)—U Ji2o(Rpyi)

1. ) k-0 35b

° [ JLRpk)  Je2(Rppr)| = (33b)
K

tr <Z RD7k> < P/M, (35¢)
k=1

Rp,i, = fp 1t ., Vk, (35d)

Rp,x = 0,Vk, (35¢)

(33b), (33¢). (35f)

Notice that problem (35) is still nonconvex since the equality
constraint in (35d) is nonconvex. Similarly, the equality con-
straint Rp ;, = fD7kfg > Vk can be equivalently converted into
the following two inequality constraints:

ﬁ}%k fD”“} = 0,k (6a)
D,k 1
tr (Rp,x) — £5 ,fo.x < 0,VE. (36b)

By applying the SCA method, the nonconvex inequality con-
straint in (36b) can be approximated as

tr (Rp,x) — 2Re { (f<">)Hf } + (f("))H £ < 0,V
D,k D,k D.k D,k D,k =Y Vi

(37
where fl(;f,)ﬁ is the solution obtained at the n-th iteration.
Therefore, the convex approximation of problem (35) can be
reformulated as

K K
in tr[DY R - 2Re!ff e 38a
N OB e U RN

s.t. (33b), (33c), (35b), (35¢), (35¢), (36a), (37). (38b)

It is observed that problem (38) is a convex problem, which
can be solved by CVX.

The proposed SCA-BCD algorithm for solving the sens-
ing SPEB-constrained communication sum-rate maximization
problem (20) is summarized in Algorithm 1. The initial value
of the nonzero elements of the analog beamformer is set to 1.
The digital beamformer is first randomly initialized, and then
is normalized to satisfy the transmit power constraint.

Algorithm 1 Proposed SCA-BCD algorithm

1: Input: Analog beamformer Ff), digital beamformer F(O),

iteration index n = 1.

2: repeat
3. Update v(™ by equation (24a);
4:  Update u(™ by equation (24b);
5. Update Fgf) by solving problem (32);
6:  Update F]g" ) by solving problem (38);
7. n=n-+1;
8: until The objective value of problem (20) is converged.
9: Output: F,, Fp.
TABLE I

SIMULATION PARAMETERS
Notation Definition Value
N Number of antennas at the Tx/Rx 32
Ngrr Number of RF chains at the Tx 4
K Number of CUs 2
fe Carrier frequency 28 GHz
A Signal wavelength 1.07 cm
D Array aperture 0.5 m
% Rayleigh distance 46.7 m
P Transmit power of the BS 30 dBm
o? Noise power -90 dBm
T's Sensing SPEB threshold 0.04 m?
T Number of snapshots 100

V. SIMULATION RESULTS

This section provides numerical simulations to verify the
effectiveness of the proposed algorithm. Unless otherwise spec-
ified, the simulation parameters are set in Table I. Specifically,
the CUs are randomly distributed on a semi-circle with the
distance of 20m away from the BS and the angle ranging from
—m/2 to /2, and the target is located at (10m, 0). The large-
scale fading is considered for multiuser communication and
target sensing. To verify the effectiveness of our proposed SCA-
BCD-based hybrid beamforming (labelled as SCA-BCD-based
HBF), the baseline schemes are set as follows:

1) SCA-BCD-based FDBF: The fully-digital beamformer
can also be designed by applying the proposed SCA-BCD
algorithm.

2) Matrix Approximation-based HBF: As shown in [13],
the digital beamformer and analog beamformer are alternately
updated to minimize the Euclidean distance between the hybrid
beamforming matrix and the fully-digital beamforming matrix
obtained by SCA-BCD-based FDBF.

Fig. 1 shows the convergence behaviour of the proposed
SCA-BCD algorithm. As the number of iterations increases, the
sum-rate of the proposed SCA-BCD algorithm monotonically
increases and converges within several iterations. Moreover,
as the number of RF chains increases, the convergence speed
can be improved due to the increased degrees of freedom in
beamforming design.

Fig. 2 illustrates the sum-rate of the proposed algorithm
under various transmit powers. We observe that the proposed
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Fig. 1. Convergence of the proposed SCA-BCD algorithm.
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Fig. 3. Performance tradeoff between sum-rate and localization accuracy.

SCA-BCD-based hybrid beamforming can achieve performance
close to the corresponding fully-digital counterpart when the
number of RF chains is sufficiently large. In addition, the
proposed SCA-BCD-based hybrid beamforming significantly
outperforms the existing matrix approximation-based approach
[13]. This is due to the fact that the matrix approximation-based
hybrid beamforming is tailored for single-user communication-
only systems [13] and inevitably causes interuser interference
in multiuser ISAC systems, thereby leading to significant per-
formance deterioration.

Fig. 3 depicts the tradeoff between communication sum-rate
and target localization accuracy, where the sensing position

error bound (PEB) threshold is the square root of sensing SPEB
threshold, i.e. \/fs. As can be seen, the sum-rate achieved by
the proposed SCA-BCD algorithm is improved as the sensing
PEB threshold increases. In other words, the reduction of
localization accuracy demand allows more power resource to be
allocated to multiuser communication, thereby resulting in the
improvement of communication sum-rate. Furthermore, as the
number of RF chains increases, the performance gap between
hybrid beamforming and fully-digital beamforming decreases,
which reflects the tradeoff between system performance and
hardware complexity.

VI. CONCULTION

This paper investigated hybrid beamforming design for near-
field mmWave ISAC systems. The SPEB was first analyzed to
characterize the near-field target localization accuracy. Then,
the hybrid beamforming design was formulated as the sens-
ing SPEB-constrained communication sum-rate maximization
problem. To address the nonconvex problem, we proposed
an SCA-BCD algorithm to obtain the locally optimal solu-
tion. Simulation results showed that the proposed SCA-BCD-
based hybrid beamforming can achieve sum-rate similar to
the corresponding fully-digital beamforming and significantly
outperform the existing schemes.
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