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Abstract— This paper investigates hybrid beamforming (HBF)
design for near-field millimeter wave (mmWave) integrated
sensing and communication (ISAC) systems, where one base
station (BS) equipped with large-scale antenna array simul-
taneously serves multiple communication users and performs
target localization by exploiting the degrees of freedom in both
angle and distance domains. First, to characterize the target
localization accuracy, we analyze the squared position error
bound (SPEB) for estimating the two-dimensional (2D) position
of target. Then, two HBF optimization problems are formulated
to investigate the tradeoff between localization accuracy and com-
munication rate. For the sensing-oriented optimization, we aim
to minimize the SPEB of target localization while ensuring the
communication rate requirements of individual users. To tackle
this nonconvex problem, we propose a semidefinite relaxation
(SDR)-based block coordinate descent (BCD) algorithm. For the
communication-oriented optimization, a fractional programming
(FP) and successive convex approximation (SCA)-based BCD
algorithm is proposed to solve the sum-rate maximization prob-
lem under the SPEB constraint. The convergence and complexity
analyses of the proposed algorithms are presented. Simulation
results demonstrate that the proposed HBF algorithms can
achieve localization accuracy and communication rate close
to fully-digital beamforming and outperform the benchmark
schemes.

Index Terms— Integrated sensing and communication, near-
field, target localization, squared position error bound, hybrid
beamforming.

I. INTRODUCTION
EXT-GENERATION wireless networks are expected to
Npossess both high-capacity communication and high-
accuracy sensing abilities for empowering many emerging
applications, such as extended reality, intelligent transporta-
tion, and low-altitude economy [1], [2]. Integrated sensing
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and communication (ISAC) is envisioned to simultaneously
achieve both sensing and communication functionalities by
sharing spectrum, hardware, and waveform, thus improving
resource utilization efficiency and realizing mutual bene-
fits [1], [3]. Recently, ISAC has been widely recognized as one
of the most potential technologies for the sixth-generation (6G)
wireless networks [4], [5]. To meet the increasingly growing
demand for communication and sensing performance, wire-
less communication systems are evolving towards extremely
large-scale antenna arrays and high frequency bands, such as
millimeter wave (mmWave) and Terahertz (THz), thereby pro-
viding possibilities for achieving high-capacity communication
and high-accuracy sensing [6].

However, the increased array aperture and carrier frequency
lead to the paradigm shift of electromagnetic characteristics,
i.e., from the planar-wave-based far-field propagation to the
spherical-wave-based near-field propagation [7], [8], [9], [10].
In the near-field channel, the conventional system designs
based on the far-field assumption suffer from significant
performance degradation, thus necessitating tailored near-field
technologies [7], [8], [9]. Meanwhile, the transformation of
electromagnetic characteristics provides new opportunities for
the system design of both communication and sensing [10],
[11], [12]. From the perspective of communication, compared
to the far-field channel, the near-field channel introduces an
additional degree of freedom in the distance domain. Lever-
aging both the angle and distance information incorporated
in the spherical-wave model, near-field communication can
concentrate beam energy on the specific locations, thus achiev-
ing high-resolution beamfocusing and efficient interference
management [10]. On the other hand, the near-field channel
can offer larger spatial multiplexing gain and communication
capacity than the far-field channel. From the perspective of
sensing, the spherical wavefront can be exploited to achieve
target localization through the joint estimation of angle and
distance [11], [12].

A. Related Works

1) Near-Field Communication: In recent years, the poten-
tial of near-field communication has been widely explored
in terms of channel estimation [13], beam training [14],
and beamforming [15]. In [13], exploiting the polar-domain
sparsity of the near-field channel, two compressive sens-
ing (CS)-based channel estimation algorithms were proposed

2332-7731 © 2025 1IEEE. All rights reserved, including rights for text and data mining, and training of artificial intelligence
and similar technologies. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on January 02,2026 at 12:38:26 UTC from |IEEE Xplore. Restrictions apply.


https://orcid.org/0000-0002-7984-3195
https://orcid.org/0000-0002-5429-3318
https://orcid.org/0000-0002-2158-0046
https://orcid.org/0000-0002-3660-4290

3512

for extremely large-scale multiple-input multiple-output (XL-
MIMO) to achieve improved estimation accuracy compared
to existing far-field channel estimation techniques. In addi-
tion, a near-field hierarchical beam training method based
on multi-resolution codebooks was proposed to reduce the
training overhead [14]. For downlink multiuser MIMO sys-
tems, the potential of near-field beamfocusing in mitigating
interuser interference and improving achievable sum-rate was
demonstrated in [15].

2) Near-Field Sensing and Localization: Near-field
spherical-wave propagation characteristic facilitates the joint
estimation of angle and distance, making it possible to realize
target localization through only single node and limited
bandwidth. Recently, performance bound analysis [16],
[17] and target parameter estimation [17] for near-field
sensing and localization have received considerable interest.
Typically, the Cramér-Rao bound (CRB) is adopted to
evaluate parameter estimation performance and facilitate
waveform and beamforming optimization. Specifically,
in [16], the closed-form near-field CRB expressions for
angle and range estimation were derived for XL-MIMO
radar and XL-phased array radar, respectively. Instead of
polar coordinate system [16], the position of target was
characterized in Cartesian coordinate system [17]. The
authors in [17] analyzed the near-field CRB for estimating the
three-dimensional (3D) coordinates of target and proposed
two localization algorithms based on the maximum likelihood
(ML) criterion.

3) Near-Field ISAC: Recently, the research on near-field
ISAC has attracted increasing attention [11], [12], [18], [19],
[20]. In [18], beamforming design for multiuser near-field
ISAC systems was investigated to minimize the CRB for joint
distance and angle sensing while satisfying the communication
rate requirement of each user. Moreover, the authors in [19]
analyzed the performance degradation in communication and
sensing caused by far-field beamforming in near-field chan-
nels. However, the aforementioned works [18], [19] consider
fully-digital beamforming (FDBF) [21] or fully-connected
hybrid beamforming (HBF) [22], [23], which inevitably lead to
prohibitive hardware cost and energy consumption, especially
when large-scale antenna arrays are deployed. To reduce
the hardware complexity, a partially-connected HBF design
based on the penalty dual decomposition (PDD) method was
proposed to minimize the joint angle and distance CRB for
near-field ISAC systems [20]. Nevertheless, the PDD tech-
nique suffers from high computational complexity due to its
double-loop structure [24].

B. Motivation and Contributions

Despite the extensive research progress, the prior works
regarding near-field performance bound analysis [16] and
beamforming design [18], [20] mainly focus on the CRB
for joint distance and angle estimation, i.e., the sum of the
CRB of distance estimation and the CRB of angle estimation.
However, the measurement units of distance and angle are
inconsistent, where the distance is measured in meters, and
the angle is measured in degrees. Consequently, minimizing
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the CRB for joint distance and angle estimation cannot theo-
retically guarantee the target localization error minimization.
Different from using the CRB to evaluate the performance
of distance and angle estimation in the prior works [18],
[20], we exploit the squared position error bound (SPEB) to
intuitively characterize the accuracy of position estimation in
this paper. The SPEB is defined as the trace of the inverse
of the equivalent Fisher information matrix (EFIM) of the
position parameters, which can provide a lower bound on the
variance of any unbiased position estimator. In [25] and [26],
the concept of SPEB was first proposed to develop a general
framework to characterize the fundamental limit of localization
accuracy of wireless networks. In recent years, the SPEB was
widely adopted to analyze the localization accuracy limit [27],
[28] and formulate the beamforming design [29], [30], [31],
[32]. However, the above works [27], [28], [29], [30], [31],
[32] only focus on far-field channels. To the best of our knowl-
edge, near-field SPEB analysis and SPEB-based beamforming
design have been not investigated yet. On the other hand, the
aforementioned near-field ISAC beamforming designs [18],
[19], [20] mainly concentrate on the sensing-oriented opti-
mization [32], i.e., the sensing performance optimization
under communication performance constraint. Nevertheless,
the communication-oriented optimization in near-field chan-
nels is rarely studied. Motivated by the above issues, we aim
to analyze the SPEB of near-field target localization and
investigate the near-field ISAC beamforming design to explore
the performance tradeoff between localization and communi-
cation.

In this paper, we investigate HBF design for near-field
mmWave ISAC systems. The main contributions of this paper
are summarized as follows:

e We propose a near-field mmWave ISAC system, where
one base station (BS) equipped with large-scale antenna
array simultaneously serves multiple communication
users (CUs) and carries out target localization by exploit-
ing the degrees of freedom in both angle and distance
domains. To characterize the accuracy of near-field target
localization, we derive the SPEB for estimating the two-
dimensional (2D) Cartesian coordinates of target. Based
on this, two HBF optimization problems are formulated
to investigate the tradeoff between localization accuracy
and communication rate.

o For the sensing-oriented optimization, our objective is
to jointly design the analog beamformer and digital
beamformer to minimize the SPEB of target localization,
while guaranteeing the communication rate requirement
of each CU, transmit power budget, and constant mod-
ulus constraints. The above nonconvex problem is first
reformulated as a tractable form by leveraging the Schur
complement. Then, we propose a semidefinite relaxation
(SDR)-based block coordinate descent (BCD) algorithm
to address the resulting problem.

e For the communication-oriented optimization, the HBF
design is formulated to maximize the communication
sum-rate subject to the target localization accuracy con-
straint, transmit power constraint, and constant modulus
constraints. First, the intractable problem is equivalently

Authorized licensed use limited to: BEIJING INSTITUTE OF TECHNOLOGY. Downloaded on January 02,2026 at 12:38:26 UTC from |IEEE Xplore. Restrictions apply.



YUAN et al.: NEAR-FIELD INTEGRATED SENSING AND COMMUNICATION: SPEB ANALYSIS AND HBF DESIGN

reformulated as an easy-to-handle one by exploiting the
fractional programming (FP) method. Then, a successive
convex approximation (SCA)-based BCD algorithm is
proposed to tackle the problem.

« The convergence and complexity analyses of the proposed
algorithms are presented. Simulation results show that
the proposed sensing-oriented HBF design can achieve
localization accuracy close to the corresponding FDBF
and outperform the benchmark schemes, and the proposed
communication-oriented HBF design can realize sum-rate
similar to the FDBF counterpart and significantly surpass
the existing methods.

The remainder of this paper is organized as follows.
Section II introduces the near-field channel model and signal
model. Section Il analyzes the SPEB of near-field target
localization and formulates two HBF optimization prob-
lems. Section IV proposes an SDR-based BCD algorithm
to solve the communication rate-constrained SPEB mini-
mization problem. Section V proposes an SCA-based BCD
algorithm to tackle the SPEB-constrained communication
sum-rate maximization problem. Simulation results are pre-
sented in Section VI. Finally, this paper is concluded in
Section VII.

Notations: Scalars, vectors, and matrices are denoted by
the lowercase letters, boldface lowercase letters, and boldface
uppercase letters, respectively. CM >N and RM*N denote the
spaces of M x N complex and real matrices, respectively.
()*, ()T, and (-)¥ denote the conjugate, transpose, and con-
jugate transpose, respectively. ()71, ||-|| z, tr(-), and rank(:)
denote the inversion, Frobenius norm, trace, and rank of a
matrix, respectively. [X] ; denotes the j-th element of vector
x. [X]; ; denotes the (i,;)-th element of matrix X. diag ()
and blkdiag {} denote the operations of diagonalization and
block diagonalization, respectively. Iy denotes an N x N
identity matrix. x ~ CN (u, X) denotes the complex Gaussian
distribution with mean g and covariance matrix 3. E{-}
denotes the statistical expectation. |-| denotes the magnitude of
a complex number. |- || denotes the 2-norm of a vector. Re {-}
and Im {-} denote the real and imaginary parts of a complex
number, respectively. The major notations used in the paper
are listed in Table I.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a near-field mmWave
ISAC system, where the BS consisting of the ISAC transmitter
(Tx) equipped with N antennas and the sensing receiver (Rx)
equipped with N antennas simultaneously serves K single-
antenna CUs and carries out target localization. We assume
that the BS is operated in monostatic sensing mode and
is capable of achieving perfect self-interference cancella-
tion [18], [20]. Without loss of generality, we assume that
the Tx/Rx are equipped with uniform linear arrays (ULAs)
with the antenna spacing of d, resulting in the array aperture
of D = (N — 1) d. Therefore, the Rayleigh distance is equal
to %, where A is the signal wavelength. It is assumed
that both the CUs and sensing target are located in the
BSIT =

near-field region of the BS. Let pB5 = [255 4B
1,..., N denote the position of the n-th antenna of the Tx/Rx,

n
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TABLE I
LIST OF NOTATIONS

Notation Definition

pBS = [2BS ¢BS|T Position of the n-th antenna at the BS

ng = [zk, yx]T Position of the k-th CU
pST = [z,y]T Position of sensing target
hy Communication channel of the k-th CU
G Sensing channel
Fa Analog beamformer
Fp Digital beamformer
s(t) Transmitted signal
Yo,k (t) Received communication signal
ys(t) Received sensing echo signal
akos, agﬁ‘os Channel amplitude of LoS path and NLoS path
B Target reflection coefficient
a(z,y) Near-field array response vector

CU-K

Tx| Rx

Near-field region Far-field region

Communication signal  Transmitted sensing signal  Received echo signal

Tx: hybrid antenna array ~ Rx: fully-digital antenna array

Fig. 1. System model.

pyY = 2k, x|tk =1,..., K denote the position of the k-
th CU, and p°T = [z, y]” denote the position of the sensing
target.

To reduce the hardware cost and energy consumption,
partially-connected HBF is adopted at the Tx [33], [34], [35].
Specifically, the Tx is equipped with Nrr RF chains, each of
which is connected to a subarray with M = N/Ngy antennas
through phase shifters. With the partially-connected architec-
ture, the analog beamformer of the Tx can be represented as

e} (D

where f; € CM>1 represents the analog beamforming vector
corresponding to the ¢-th subarray with each element satis-
fying the constant modulus constraint, i.e., |[f];| = 1,i =
1,...,Nrp,j=1,..., M.

Fa = blkdiag {f, ..

A. Near-Field Channel Model

1) Near-Field Communication Channel Model: Without
loss of generality, we assume that the center of the Tx/Rx
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arrays is located at the origin of the coordinate system, i.e.,
[0,0]T. The position of the n-th antenna of the Tx/Rx can
be denoted by p2° = [0,6,d]”, where 6, = Z2=N=L n =
., N [6], [13]. Therefore, the distance from the n-th
antenna of the Tx/Rx to the k-th CU can be calculated as

DY — 2% = \JaZ + 47 — 2Wndys + 022 (2)

Thus, the line-of-sight (LoS) near-field channel between the
n-th antenna of the Tx and the k-th CU can be expressed as

BS
hLoS akeSe=i % 1L I 3)

where aLOS represents the distance-dependent channel ampli-
tude between the n-th antenna and the k-th CU. Within the
Fresnel region of the near-field, we assume that the channel
amplitudes between all the antennas at the Tx and the k th CU
are approximately the same, i.e., aIk‘OnS = a};os m, vn
[18], [20]. Thus, the LoS near-field channel between the Tx

and the k-th CU can be expressed as

a(xkvyk)v (4)

where o S represents the channel amplitude of the LoS path,
and a (xk, yi) represents the near-field array response vector
of the LoS path, given by

LoS __ _LoS
hy™ = oy

T
. CuU BS - Ccu BS
il i i I )3 —pNII}

&)

The Saleh-Valenzuela model [6], [18], [20] is adopted
to characterize the sparse scattering property of mmWave
channels. For the k-th CU, the mmWave channel consisting
of one LoS path and Lj; non-line-of-sight (NLoS) paths can
be expressed as

a(re, yr) =

hy, = ap*%a (zy, y) + ZaNLO a(rei,ykl), (6
where o}/ represents the channel amplitude of the I-th

NLoS path, and a (zg,yk,) represents the near-field array
response vector corresponding to the [-th scatterer associated
with the k-th CU. It is assumed that accurate channel infor-
mation can be efficiently acquired by adopting the advanced
channel estimation technique [13].

2) Near-Field Sensing Channel Model: The distance
between the n-th antenna of the Tx/Rx and the sensing target
can be calculated as

1% =% = Va2 + % — 20,dy + 22 (D)

In mmWave bands, the signal attenuation of the NLoS path is
much greater than that of the LoS paths, especially for target
sensing. Therefore, we only consider the LoS path in target
sensing [18], [19], [20]. The near-field sensing channel can be
expressed as

G = pa(z,y)a (z,9), (8)

where 3 denotes the reflection coefficient including both
the distance-dependent path loss and the radar cross section
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(RCS) of the target, and a (x, y) represents the near-field array
response vector, given by

a(z,y) = eI KR ©)

The target parameters can be obtained by employing the
classical parameter estimation algorithms, such as multiple
signal classification (MUSIC).

T
BS BS

H e_J ,\ ||P PN ||

9

B. Near-Field Signal Model

1) Near-Field Communication Signal Model: For downlink
multiuser communication, the signal transmitted by the Tx at
the time instant ¢ can be expressed as

=Fau ZfD ksk(t

where s(t) = [s1(t),...,sk(t)] € (CKXl represents the inde-
pendent and identically distributed transmitted data symbol
such that E{s(t)s’(t)} = Ix, Fp = [fb1,...,fo.K] €
CNrr XK represents the digital beamformer, and F, €
CNXNrr represents the analog beamformer.

The received signal of the k-th CU can be expressed as

x(t) = FAFps(t) (10)

K
Z thAfD,ij(t)‘i‘Zc,k‘(t)v

Ye,r(t) = hil Fafp gsi(t)+
J=1,j#k
1D
where z.(t) represents the Gaussian noise following
CN(0,0?).

The signal-to-interference-plus-noise ratio (SINR) of the k-
th CU can be represented as

B Pt
Zf:l,j;ék ‘thFAfD,jF + 02

The achievable communication rate of the k-th CU can be
represented as

SINR;, =

(12)

Ry, = log (1 + SINRy,). (13)

2) Near-Field Sensing Signal Model: For target sensing,
the echo signal received by the Rx at the ¢-th snapshot can be
expressed as

vs(t) = Gx(t) + zs(t)
= Ba(z,y)a’ (z,y)x(t) + 2(1), (14)

where z:(t) € CM*! denotes the Gaussian noise obeying
CN (0,021 ). The received echo signal over T snapshots can
be represented as

Y. = pa(z,y)a” (z,y) X + Zs, (15)
where Y5 = [ys(1),...,ys(T)], X = [x(1),...,x(T)], and
Z, = [z5(1),...,25(T)]. Let S = [s(1),...,s(T)] denote

the transmitted symbol over T snapshots. Thus, the transmit
covariance matrix can be represented as

1 1
Rx = ?XXH = ?FAFDSSHFgFf
~ FAFpFAFLY, (16)

Notice that this approximation in (16) can be regarded as an
accurate equality when T is sufficiently large [21].
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III. SPEB ANALYSIS AND PROBLEM FORMULATION
A. SPEB Analysis

The fundamental limit of localization accuracy is typically
characterized by the SPEB [25], [26], [27], [28]. Different
from using the CRB to evaluate the performance of distance
and angle estimation in the prior works [18], [20], we utilize
the SPEB to directly characterize the near-field target local-
ization accuracy in this paper.

To facilitate the SPEB analysis, the received echo signal
in (15) is vectorized as

ys = vec (Yb) =1+ Zs, 17

where n = (vec (a (z,y)a (x,y) X) € CNTx1 and z, =
vec (Zs) follows the Gaussian distribution CN (0, 0%In7).
Let ¢ = [p°T,B]7 € R**! denote the vector of unknown
parameters, where p5T = [z,y]T is the target position
parameter of interest, 3 = [Re{8},Im{3}]" is the nui-
sance parameter [28]. For notational convenience, let A =
a(z,y)a’ (z,y).

Then, we derive the Fisher information matrix (FIM) for
estimating the unknown parameters £ from the sufficient
statistic ¥s. According to [36], the FIM J (&) for estimating
& can be partitioned as

Jzz Jcry
J(€) = | Iz eRVY, (18)
where
2T181*. (4
Jow = —5—tr (A, FAFDFIFL AL ) (19)
27|
Joy= =5t (AFAFOFEFLAL), (19b)
27| B2
Jyy: Ll (A FAFLFEFLAL), (19¢)
J,5= Re {ﬁ tr(AFAFpFHFI AT, ;]} (19d)
J,5= FRe {5*tr(AFAFDFgF§Af)[1,j]} . (19%)
Jsp = —5tr (AFAFpFEFY AT 1, (19

and A, = %A and A d‘: denote the partial derivatives of
A with respect to x and Y, respectively.

For notational simplicity, we define

J J J -
J11:[%z Iy], J12={w’6], Jao =J55. (20)

By isolating the impact of the nuisance parameter B the
EFIM [28] of the target position [z,y]” can be expressed as

Jo(z,y) = I — J12J 50 I5,. Q1)

Therefore, the SPEB of near-field target localization can be
represented as

SPEB = tr ((Jc(x,y))*l) .

From (18), (19), (20), (21), and (22), we observe that the SPEB
can be expressed as a function of the HBF matrix FoFp.

(22)
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Therefore, we can enhance the target localization accuracy by
optimizing the HBF design.

B. Problem Formulation

To investigate the tradeoff between localization accuracy
and communication rate, we formulate sensing-oriented opti-
mization and communication-oriented optimization problems
as follows.

For the sensing-oriented optimization, we aim to jointly
design the digital beamformer and partially-connected analog
beamformer to minimize the SPEB of target localization, while
ensuring the communication rate requirements of individual
CUs, transmit power budget, and constant modulus constraints.
The sensing-oriented HBF design can be formulated as

min SPEB (23a)
Fa,Fp

s.t. Rk Z ijn,k,Vk, (23b)

|FAFD|% < P, (23¢)

Fp € A, (23d)

where Rynin i, denotes the minimum communication rate
demand of the k-th CU, P denotes the transmit power budget,
and A denotes the feasible set of partially-connected ana-
log beamformer in which constant modulus constraints are
imposed on the nonzero elements of F ». For convenience, let
Ty, = 2Bmink — 1 VE denote the SINR threshold of the k-th
CU.

The communication-oriented HBF design is formulated to
maximize the sum-rate of CUs under the target localization
accuracy requirement, given by

K
Frila); Zlog (1 + SINRg) (24a)
s.t. SPEB <T,, (24b)
|FAFp | < P, (24c)
Fa € A, (24d)

where I'y denotes the SPEB threshold of target localization.
Note that both (23) and (24) are nonconvex problems, which
are difficult to tackle due to the intractable objective function,
highly coupled optimization variables, and nonconvex constant
modulus constraints.

IV. SENSING-ORIENTED HBF DESIGN

In this section, we propose an SDR-based BCD algorithm
to solve the communication rate-constrained sensing SPEB
minimization problem.

A. Problem Reformulation

To tackle the sophisticated objective function in (23a),
we introduce an auxiliary positive semidefinite matrix U €
C?x2, By leveraging the Schur complement, (23a) can be
equivalently transformed into a tractable problem based on
the following proposition.
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Proposition 1: Minimizing the SPEB in (23a) is equivalent
to solving the following problem in (25), given by

: -1
FAI,%IS,UU (U ) (25a)
Jn1—-U Jyo
—
s.t. { J7, J2J =0, (25b)
U *>o0. (25¢)

With the aid of Propesition 1, problem (23) can be equiva-
lently reformulated as

min tr (U_ 1) (26a)
Fa,Fp,U
s.t.  (23b), (23c), (23d), (25b), (25c¢). (26b)

Then, the BCD framework is exploited to decompose prob-
lem (26) into the following two subproblems and iteratively
solve in an alternating manner.

B. Analog Beamformer Design

In this subsection, we optimize the analog beamformer F o
with given the digital beamformer Fp. Exploiting the block
diagonal structure, the analog beamformer can be recast as

Fp =F,o® = diag (fA) ®, (27)

where F5 = blkdiag {diag (f}),...,diag (fx,,.)} € CN*V
and fo = [f],... £ |7 € CN*! represent a diagonal
matrix and a column vector consisting of the nonzero elements
of Fu, respectively, ® = blkdiag {1/,...,15,} € CNXNrr
represents a block diagonal matrix in which 1, € CM*!
represents a column vector with each element being 1. Thus,
the transmit covariance matrix in (16) can be rewritten as

K
Rx = Y _diag(fa) ®fp »ff " diag (f2)"
k=1
K
= ) diag (®fp ) fafx diag (fp )" .
k=1

(28)

For notational convenience, we define

2T |32 tr(IL, fafl) tr(T1,, fAfL)
J11 (fA) = 2 € . H H .. H s
g tI‘(HwyfAfA ) tr(HyyfAfA )
(29a)
_2r Brtr(TLEA )] 1,
Jio (fa) = “5Re { {ﬁ*tr(ﬂyfAff) [1,4] 5, (29b)
2T
Joo (fa) = —gtr (TIfafY) 1o, (29¢)
and
. K . .
I, =) diag (®fp )" AT A, diag (®fp ),  (30a)
k=1
. K . .
I, =) diag (®fp )" AY A, diag (®fp 1), (30b)
k=1
. K . .
i1, = > diag (®fp )" A A, diag (®fps),  (300)
k=1
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K
IL, = > diag (®fp )" A Adiag (®fp 1),

(30d)
k=1
. K .
I, = Y diag (®fp )" A Adiag (®fp ),  (30e)
k=1
K
II= diag (®fp )" A7 Adiag (®fp i),  (30f)
k=1
H; ; = diag (®fp ;)" hyhil diag (®fp ) . (30g)

Therefore, the subproblem with respect to fo can be formu-
lated as

. -1
gu{lJ tr (U ) (31a)
Ji1 (fa) = U Ji2(fa)

t. =0 31b
OO () Je()] 7O G1b)
K

1 i} _
(1+ )X Hyofa > > £ Hy 4 + 0%, VE, (3lo)
Fk- 9 ]:1 9.
|[fal;| = 1,V4, 31d)
(25¢). (31e)

It is observed that problem (31) is nonconvex due to the
quadratic constraints in (31b) and (31c), and the constant mod-
ulus constraints in (31d). Therefore, the SDR technique [37]
is exploited to tackle the nonconvexity of problem (31).
Specifically, we define the auxiliary variable R = fof% such
that R > 0 and rank (Ra) = 1. By dropping the nonconvex
rank-one constraint, problem (31) can be relaxed as

: -1
1%1;1,% tr (U ) (32a)
Ju(RA)-U Jio (RA>:|
s.t. { J{g (Ra) oo (Ra) >0, (32b)
K
(14 )t (e cRa) > D tr (FiyRa) + 07, W,
k =
(32¢)
‘[RA]M =1,Vi, (32d)
Ra =0, (32e)
(25¢), (32f)
where we define
_2T|BP? tr(IL,,Ry)  tr(Il,,Ra)
T (Ra) = =2 Re{ Lr(ﬂfym) tr(I,,Ra) | [
(33a)
_2r G*tr(II,R4) .
2T
T2 (Ra) = 5 tr (TRA) I, (33¢)

We observe that problem (32) is a convex semidefinite pro-
gramming (SDP) problem, whose optimal solution can be
efficiently acquired by CVX. Let R} denote the optimal
solution to problem (32). However, the rank of R} may be
larger than one due to the omission of the rank-one constraint
in problem (32). Therefore, we reconstruct a feasible rank-one
solution by leveraging Gaussian randomization [37].
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C. Digital Beamformer Design

In this subsection, we optimize the digital beamformer Fp
with given the analog beamformer F . Taking into account
the block diagonal structure of F'», the transmit power can be

rewritten as
|FAFp|5 = tr (FYFAFpFY) = Mtr (FpFE). 34

The subproblem with respect to Fp can be reformulated as

: -1
iy tr (U™) (35a)
Ji1 (Fp)—U Jpo (FD)}
& =0, 35b
° Ji; (Fp) Jao (Fp)| — (350)
1 _ K N
1+ Fk)fngka,k > ;fngka,j + 0% VK,
(35¢)
tr (FpFp) < P/M, (35d)
(250), (35¢)
where we define
2T |6 tr(¥,, FpFl) tr(¥,, FpFf)
Ji (Fp)=—3—R . H v N b ’
7 tr(\I’wyFDFD) tr(¥,, FpFp)
(36a)
2T Brtr(P,FpFE)]
Jiz2 (Fp) = 5 e | 36b
12( D) 0_2 Re{ |:5*tr(‘I’yFDFg) [ 7]] 3 ( )
2T
Jo2 (Fp) = —5tr (PFpFp) I, (360)
and
V., =FYATAF,, (37a)
P, =F{AIAF,, (37b)
"I.lyy = FEA;{AyFA’ (37c¢)
W, =F{AIAF,, (37d)
‘i’y = FgAfAFm (37e)
¥ =FJA"AF,, (370)
H; = Filh, h'F,. (372)

Note that problem (35) is nonconvex since the quadratic
constraints in (35b) and (35c) are nonconvex with respect
to Fp. Thus, we adopt the SDR technique [37] to handle
the nonconvex problem in (35). In particular, we define the
auxiliary variables Rp , = fp xf,,Vk such that Rp ; = 0
and rank (Rp ;) = 1,Vk. By omitting the nonconvex rank-
one constraints, the SDR problem of problem (35) can be
represented as

min tr (U_l) (38a)
D,k
Ji1i(Rpx) —U Ji2(Rpy)
t. ’ ’ =0 38b
i [ J1 Rp k) JooRpr)| = (38b)

(1+ Fik)tr (I:IkR[),k> > gtr (I:IkR[),j) + 0'2,Vk‘,

(38¢)
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Algorithm 1 Proposed SDR-BCD Algorithm for Solving
Problem (23)

1: Input: Digital beamformer F(O), iteration index n = 1,
and convergence tolerance 9.
repeat

Update FXL) by solving problem (32);

Update F](Dn) by solving problem (38);

n=n+1;
until The objective value of problem (23) is converged.
Output: Fa, Fp.

NN R e

K
tr (Z RD7,€> < P/M, (38d)
k=1
RD,k = 07Vk7 (386)
(25¢), (38f)
where we define
Ji1(Rpy)=
. K . K
tr(W,, R tr(¥, R
2T|ﬁ|2Re ( ;;::1 D,k) ( ykgl D,k)
o2 g K . K ’
tr(quy E RD,k) tr(‘Il’lJ’U Z RDJC)
k=1 k=1
(39a)
. K
2T B*tr(‘I’z Z RD,k)
Jiz2 (Rp,x) = —5 Re M [1,4]p, (39b)
ﬁ*tr(\Ily Z RD,k)
k=1
2T X
Joo (Rka):ﬁtr \P;RDJC L. (39¢)

Problem (38) is a convex SDP problem, which can be effi-
ciently solved by CVX. Let R} ;,Vk denote the optimal
solution to problem (38). Nevertheless, R*D’k,Vk may not
satisfy the rank-one constraints. Therefore, eigenvalue decom-
position [37] is applied to extract a feasible rank-one solution
to problem (35) from R*D) .

D. Overall Algorithm

Following the aforementioned design, the analog beam-
former and digital beamformer are alternately updated until
convergence. The proposed SDR-BCD algorithm for solving
communication rate-constrained SPEB minimization prob-
lem (23) is summarized in Algorithm 1. The digital
beamformer is initialized with an arbitrary Ngr x K dimen-
sional matrix that satisfies power constraints.

1) Convergence Analysis: The optimal solutions of SDP
problems (32) and (38) are obtained by utilizing CVX.
Nevertheless, constructing the rank-one solution by adopt-
ing Gaussian randomization or eigenvalue decomposition
inevitably causes slight performance loss, thus failing to the-
oretically guarantee the monotonicity of objective value [38].
In practice, the proposed SDR-BCD algorithm generally con-
verges to a stationary point of problem (23).
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2) Complexity Analysis: The computational complexity of
Algorithm 1 is dominant by that of solving SDP prob-
lems (32) and (38) via the interior point method [39].
Given a solution accuracy e, the computational complexities
for solving problem (32) and problem (38) are given by
O (log (1/e) N*5) and O (log (1/€) K*®N{2), respectively.
Thus, the total computational complexity of Algorithm 1 is
given by O (Njger log (1/€) (N*® + K*5Ni2)), where Niger
denotes the number of iterations.

V. COMMUNICATION-ORIENTED HBF DESIGN

This section proposes an SCA-based BCD algorithm to
address the sensing SPEB-constrained communication sum-
rate maximization problem.

A. Problem Reformulation

The objective function of problem (24) is intractable due
to its sum-of-logarithm-of-ratio form. We reformulate prob-
lem (24) as a tractable one by exploiting the FP technique.
First, the objective function in (24a) is transformed into a sum-
of-ratio form by adopting the Lagrangian dual transform [40].
By introducing the auxiliary variable v = [v1,...,vx]" €
Rf %1 the objective function in (24a) can be equivalently
recast as

K K K 2
(1+7) b Fafp |
log (1+%) = ) w + s
;; ; ; K InffPAfp | + o2

(40)

Then, the quadratic transform [40] is employed to handle
the sum-of-ratio term in (40). By introducing the auxiliary
variable p = [u1, ... ,/LK]T € CK*1, problem (24) can be
reformulated as

max f(Fa,Fp,v,p) (41a)
FaFp,v,pn
s.t. (24b), (24c), (244), (41b)

where the objective function f (Fa,Fp,~, i) in (41a) can be
represented as
K K
f(Fa,Fo,y,p) = log(1+%)— >
k=1 k=1

K
+ Y 2y/(1+)Re {phy Fafp x }
k=1

K K ,
- Z sl Z }thFAfD,j| + o2
k=1 i=1
(42)

To solve problem (41), the BCD framework is applied to
optimize the analog beamformer F 5, digital beamformer Fp,
and auxiliary variables v and p in an alternating fashion. The
specific steps for updating the above variables are presented
as follows.

With the other variables fixed, the subproblem with respect
to v is an unconstrained convex problem. Based on the
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first-order optimality condition, the optimal solution of ~y; can
be given by

2
. |h£IFAfD7k‘
k = K 2 )
Zj:l,j;ék |thFAfD,j| +0?
Similarly, the optimal solution of uj, can be computed by
solving Of (Fa,Fp,~, ) /Our =0 as

V(1 hF Af,
(1 +v,)h, Fafp k.

Zf:l ‘thFAfD,j’2 + 0'2’

Vk. (43)

(44)

M =

B. Analog Beamformer Design

We design the analog beamformer F, with the digital
beamformer Fp and the auxiliary variables ~ and g fixed.
To tackle the complicated constraint in (24b), we introduce
the auxiliary positive semidefinite matrix U € C2*2 as shown
in Section IV-A. With the block diagonal structure, the sub-
problem with respect to F 5 can be equivalently reformulated
as the subproblem with respect to fa, given by

. eH . H
gm{r} fiy Bfa — 2Re {fA c} (45a)
st. tr (UTY) < Ty, (45b)
U >0, (45¢)
Jii(fa)—U  Jypp (fA)] o

0 45d

{ I (£a) Jao (fa)] =7 (>
\[fA]i| =1, Vi, (45e)

where we define

K K
B= Z diag (‘I>fD,j)H (Z k) hkhf) diag (®fp ;) ,

j=1 k=1
(46a)
K
c =Y /(1 +)uxdiag (Bfp ;)" hy.
k=1
(46b)

Note that problem (45) is a nonconvex quadratically con-
strained quadratic programming (QCQP) problem due to the
quadratic objective function in (45a), nonconvex quadratic
constraint in (45d), and nonconvex constant modulus con-
straints in (45e). To address the nonconvex problem, we intro-
duce the auxiliary variable Ry = fAff that satisfies RAo = 0
and rank (Rn) = 1. By omitting rank (Rn) = 1, prob-
lem (45) can be relaxed as

puuin tr(BRa) — 2Re {tdc} (47a)
oo [P ahma|=e ew
‘[RA]M =1,V 47¢c)

Ry = 0, (47d)

Ry = faff, (47e)
(45b), (45¢). (47f)

Nevertheless, problem (47) is still intractable owing to the
nonconvex equality constraint in (47e). According to [41],
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the equality constraint Ry = faf f can be equivalently
transformed into the two inequality constraints as follows:
[R;? fA] -0, (480
£y 1

tr(Ra) — £y <0. (48b)

However, constraint (48b) is still nonconvex. We observe that
the left-hand-side of constraint (48b) is a difference of convex
function. Therefore, we adopt the convex-concave procedure
(CCP) method to reserve the convex part tr (Ra) and tackle
the concave part —ffs. The SCA technique is applied to
obtain the convex approximation of constraint (48b). By taking
the first-order Taylor expansion, the upper bound of —fZfs
can be approximated as

—fifA < —2Re { (fgf))H fA} + (fg))Hff;), (49)

where fg) is the solution obtained at the ¢-th iteration.
Thus, the convex approximation of constraint (48b) can be
represented as

tr (Ra) — 2Re { (f}ﬁ)H fA} + (f§>)H £ <0, (50)

Therefore, the convex approximation of problem (47) can be
reformulated as

Rf,%ﬂu tr (BRa) — 2Re {f{ c} (51a)
s.t. (45b), (45¢), (47b), (47¢), (47d), (48a), (50).  (51b)

We observe that problem (51) is a convex problem, which can
be efficiently solved by CVX.

C. Digital Beamformer Design

With the analog beamformer F 5 and the auxiliary variables
v and p fixed, we optimize the digital beamformer Fp.
The subproblem with respect to Fp can be equivalently
reformulated as

K K
' £ Dfp , — £
P{I}l}l%; D,kD D.k ;QRG{ D’kek} (52a)
st.tr (UTY) <Ty, (52b)
U o, (52¢)
Jiu (Fp)-U  Jpo (FD>]
=0, 52d
[ J1, (Fp) Joo (Fp)| — (52d)
tr (FpFh) < P/M, (52e)
where we define
K
D =) |u*Fihh{'Fy, (53a)
k=1
er = /(1 +7)urF Y by (53b)

Problem (52) is also a nonconvex QCQP problem due to
the quadratic objective function in (52a) and the noncon-
vex quadratic constraint in (52d). To tackle this problem,
we introduce the auxiliary variables Rp , = fp, kf{){ > Vk such
that Rp, = 0 and rank (Rpy) = 1,Vk. Then, we drop
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Algorithm 2 Proposed SCA-BCD Algorithm for Solving
Problem (24)
)

1: Input: Analog beamformer F(O), digital beamformer F ,
iteration index n = 1, and convergence tolerance §.

2: repeat

Update v(™) by equation (43);

Update p(™) by equation (44);

Update FXI) by solving problem (51);

Update F](Dn ) by solving problem (57);

n=n+1;

8: until The objective value of problem (24) is converged.

9: Output: Fo, Fp.

AU

rank (Rpx) = 1,Vk and obtain the relaxed version of
problem (52) as

K K
RD,?}fiél,k,U tr (D ; RD,k) — Z 2Re {fgkek} (54a)

k=1
Ji1 Rpx) — U Ji2 (Rp k)
t. ) K10 54b
s { 3%, Rps)  Jo (Rp)| =@ (54b)
K
tr (Z RD’k> < P/M, (54c)
k=1
Rop . = fp o)y, VE, (54d)
Rp, = 0,Vk, (54e)
(52b), (52¢). (54f)

Notice that problem (54) is still nonconvex since the equality
constraint in (54d) is nonconvex. The equality constraint
Rpr = fD,kfg > VEk can be equivalently converted into the
following two inequality constraints, given by

ﬁ}?* fD-"“} > 0,Vk, (55a)
D,k 1
tr (Rp,x) — £5 ,fo.6 < 0,V (55b)

By utilizing the CCP and SCA techniques, the nonconvex
inequality constraint in (55b) can be approximated as the
following convex inequality constraint, given by

H H
tr (Rp) — 2Re { (fg}k) fD,k} + (fg}k) £, <0,Vk,
(56)

where fl(jt)),c is the solution obtained at the ¢-th iteration.

Therefore, the convex approximation of problem (54) can be
reformulated as

K K
e (D’;RD,k> — ];2Re{fgkek} (57a)

s.t. (52b), (52c), (54b), (54c), (54e), (55a),(56).

min
Rp,%,fD,k,

(57b)

Problem (57) is a convex problem, which can be solved by
CVX.
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D. Overall Algorithm

The proposed SCA-BCD algorithm for solving the sens-
ing SPEB-constrained communication sum-rate maximization
problem (24) is summarized in Algorithm 2. The initial value
of the nonzero elements of the analog beamformer is set to 1.
The digital beamformer is first randomly initialized, and then
is normalized to satisfy the transmit power constraint.

1) Convergence Analysis: The optimal solutions of v and p
are obtained based on the first-order optimality condition, and
the locally optimal solutions of Fp and Fp are acquired by
using SCA method. Hence, the objective value of problem (24)
is monotonically nondecreasing [42]. Moreover, the sum-rate
in problem (24) is upper-bounded due to the limited transmit
power. Therefore, Algorithm 2 can be guaranteed to converge
to a stationary point of problem (24).

2) Complexity Analysis: The computational complex-
ity of Algorithm 2 is dominant by that of solving
problem (51) and problem (57). Given a solution accu-
racy ¢, the computational complexities for solving prob-
lem (51) and problem (57) are given by O (log (1/e) N*%)
and O (log (1/e) K*5Ngg), respectively. Thus, the total
computational complexity of Algorithm 2 is given by
O (Niger log (1/€) (N5 + K4 N{2)), where Niger denotes
the number of iterations.

VI. SIMULATION RESULTS

In this section, we provide numerical results to verify the
effectiveness of the proposed HBF designs. We consider a
near-field mmWave ISAC system operating at the carrier
frequency of 28 GHz, where the BS equipped with N =
32 transmit and receive antennas simultaneously serves K =
2 single-antenna CUs and performs localization on one target.
The aperture of the Tx/Rx arrays is D = 0.5 m, resulting
in a Rayleigh distance of 46.7 m [18]. It is assumed that all
the CUs and sensing target are located in the near-field region
of the BS. Specifically, the CUs are randomly distributed on
a semi-circle with the distance of 20 m away from the BS
and the angle ranging from —m/2 to 7/2, and the target is
located at (10 m, 0). Unless otherwise specified, the simulation
parameters are set in Table II.

For multiuser communication, the mmWave channel
between the BS and each CU includes one LoS path and
L; = 3 NLoS paths. For each path, the angle of departure
is randomly distributed in [—7 /2, 7 /2], the channel gain fol-
lows Gaussian distribution CA (0, 10_0'1PL(d’C)), where dj, =
\/x% + yj represents the distance between the center of the Tx
array and the k-th CU, and PL (dg) is the distance-dependent
path loss. Following the empirical NYC path loss model [43],
the path loss of LoS and NLoS can be respectively computed
as

PL™5 (d},) [dB] = 61.4 + 201og;, (dz) (58)
PLNES () [dB] = 72 + 29.21log,, (dy) - (59)

For target sensing, the reflection coefficient from the Tx to
the Rx via the target can be expressed as

>\20rcs

(4m)3dg’

p= (60)
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TABLE I
SIMULATION PARAMETERS

Notation Definition Value

N Number of antennas at the Tx/Rx 32

NRrr Number of RF chains at the Tx 4

K Number of CUs 2

fe Carrier frequency 28 GHz
A Signal wavelength 1.07 cm
D Array aperture 0.5 m
% Rayleigh distance 46.7 m
P Transmit power of the BS 30 dBm
o? Noise power -90 dBm
Rumin, x Communication rate threshold 5 bps/Hz
T Sensing SPEB threshold 0.04 m?
T Number of snapshots 100

where o, represents the RCS of the target, and dy =
v/ 22 + y2 represents the distance between the center of the
Tx/Rx arrays and the target.

A. Communication Rate-Constrained SPEB Minimization

This subsection evaluates the performance of the pro-
posed SDR-BCD algorithm for solving the communication
rate-constrained SPEB minimization problem. Unless other-
wise specified, the communication rate threshold is set as
Ruin,x = 5 bps/Hz, Vk. The proposed beamforming designs
and benchmark schemes are elaborated as follows:

o Proposed SPEB-Min-based HBF: The HBF is opti-
mized to minimize the SPEB minimization under
communication rate constraints by utilizing the proposed
SDR-BCD algorithm.

o Proposed SPEB-Min-based FDBF: The FDBF is
optimized to minimize the SPEB minimization under
communication rate constraints by employing the SDR
technique and eigenvalue decomposition.

o SNR-Max-based HBF: The HBF is optimized to
maximize the sensing SNR under communication rate
constraints [19].

o Two-stage-based HBF: In the first stage, the analog
beamformer is optimized to maximize the beamforming
gain towards the CUs and target, respectively. Specifi-
cally, the beams generated by K subarrays are focused
on individual CUs, and the beams generated by the other
Ngr — K subarrays are concentrated on the target. In the
second stage, the digital beamformer is optimized by
using the SDR technique to minimize the CRB for joint
distance and angle estimation under communication rate
constraints [18].

The localization accuracy of the above schemes are evalu-

ated by the position error bound (PEB) [27], [28], which is
defined as the square root of SPEB and is expressed as

PEB = \/tr ((Je(%y))”). 61)

Fig. 2 shows the convergence behaviour of the pro-
posed SDR-BCD algorithm. We observe that the proposed
SDR-BCD algorithm rapidly converges within a few iterations.
As the number of RF chains increases, the convergence speed
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Fig. 2. Convergence of the proposed SDR-BCD algorithm.
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Fig. 3. Localization accuracy under various transmit powers.

becomes faster and the localization accuracy is improved due
to the increased degrees of freedom.

Fig. 3 presents the target localization accuracy under various
transmit powers. The root mean square error (RMSE) of target
localization is obtained by the MUSIC algorithm. Specifically,
the spatial spectrum is first constructed by projecting the
far-field array response vector onto the noise subspace and
the angle of target is estimated via one-dimensional (1D)
search. Then, with the estimated angle, the distance of target
is obtained via 1D search on the spatial spectrum constructed
by the near-field array response vector. It is seen that the
proposed SPEB minimization-based HBF can achieve local-
ization accuracy close to the corresponding FDBF counterpart
and outperform the existing two-stage-based HBF [18] and
SNR maximization-based HBF [19], which demonstrates that
adopting the SPEB minimization as the design criterion of
beamforming can indeed improve the target localization accu-
racy compared to conventional approaches. When the transmit
power is 30dBm, the RMSEs obtained by MUSIC-based
near-field localization for the two-stage-based HBF, SNR
maximization-based HBF, SPEB minimization-based HBEF,
and SPEB minimization-based FDBF are approximately 9cm,
4cm, 2.3cm, and 1.9cm, respectively. This indicates that the
proposed algorithms are capable of achieving centimeter level
localization accuracy. Moreover, the RMSE curves achieved
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Fig. 4. Localization accuracy versus the number of Tx/Rx antennas.
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Fig. 5. Performance tradeoff between localization accuracy and communi-
cation rate.

by MUSIC-based localization are lower-bounded by the corre-
sponding PEB curves in high SNR regimes, which verifies the
correctness of our SPEB derivation and beamforming design.

Fig. 4 illustrates the impact of the number of antennas on
localization accuracy. It is observed that the proposed SPEB
minimization-based HBF can approach the FDBF counter-
part and surpass the two-stage-based HBF [18] and SNR
maximization-based HBF [19] in terms of localization accu-
racy. As the number of antennas increases, the localization
accuracy of all the schemes can be improved. This is due
to the fact that the increased antennas can provide larger
beamforming gain for improving the received SNR, thereby
enhancing the localization accuracy.

Fig. 5 investigates the performance tradeoff between local-
ization accuracy and communication rate. We observe that
the target localization accuracy of the proposed SPEB
minimization-based ISAC FDBF and HBF deteriorates as
the communication rate requirement of CUs increases. This
is because the target localization and downlink multiuser
communication share the identical transmit power resource.
When the communication rate requirement improves, more
power is allocated to the CUs, thereby resulting in the degra-
dation of target localization accuracy. Moreover, the SPEB
minimization-based sensing-only FDBF and HBF are pre-
sented as the theoretical performance bounds of the proposed
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Fig. 6. Convergence of the proposed SCA-BCD algorithm.

ISAC FDBF and HBF, respectively. As the number of RF
chains increases, the PEBs achieved by the proposed ISAC
FDBF and HBF are closer to the corresponding lower bounds
given by the sensing-only FDBF and HBF, respectively, which
validates the effectiveness of the proposed ISAC beamforming
design.

B. Sensing SPEB-Constrained Sum-Rate Maximization

This subsection assesses the performance of the proposed
SCA-BCD algorithm for solving the SPEB-constrained sum-
rate maximization problem. Unless otherwise specified, the
SPEB threshold of target localization is set as I's = 0.04
m?, i.e., the PEB threshold is \/fs = 0.2 m. The proposed
algorithms and baseline schemes are described as follows:

o Proposed SCA-BCD-based HBF: The HBF is optimized
to maximize the communication sum-rate under the sens-
ing SPEB constraint by utilizing the proposed SCA-BCD
algorithm.

o Proposed SCA-BCD-based FDBF: The FDBF can
also be designed by applying the proposed SCA-BCD
algorithm.

o Matrix Approximation-based HBF: As shown in [44],
the analog beamformer and digital beamformer are
alternately updated to approximate the fully-digital beam-
former obtained by the Proposed SCA-BCD-based
FDBF. However, this scheme theoretically cannot guar-
antee that the sensing SPEB constraint is always satisfied.

Fig. 6 depicts the convergence behaviour of the proposed
SCA-BCD algorithm. As the number of iterations increases,
the sum-rate of the proposed SCA-BCD algorithm mono-
tonically increases and converges within several iterations.
In addition, the convergence speed is improved as the number
of RF chains increases.

Fig. 7 portrays the sum-rate under various transmit powers.
We observe that the proposed SCA-BCD-based HBF can
achieve performance close to the FDBF counterpart, espe-
cially when the number of RF chains is 8. In addition, the
proposed SCA-BCD-based HBF significantly outperforms the
conventional matrix approximation-based approach [44]. This
is due to the fact that the matrix approximation-based HBF
is tailored for single-user communication-only systems [44]
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and inevitably induces interuser interference in multiuser ISAC
systems, thereby leading to significant sum-rate performance
deterioration.

Fig. 8 presents the impact of the number of antennas on
sum-rate. The proposed SCA-BCD-based HBF exhibits slight
performance loss compared to the FDBF counterpart and
achieves obvious performance gain compared to the existing
matrix approximation-based HBF. As the number of antennas
increases, the sum-rate of all the schemes can be improved
due to the increased beamforming gain.

Fig. 9 depicts the tradeoff between communication sum-rate
and target localization accuracy. As can be seen, the sum-rate
achieved by the proposed SCA-BCD-based FDBF and HBF
is improved as the sensing PEB threshold increases. In other
words, the reduction in localization accuracy demand allows
for the increase in power resource allocated to multiuser
communication, thereby leading to the improvement of sum-
rate. Furthermore, the FP-BCD-based communication-only
FDBF and HBF are given as the theoretical performance
upper bounds of the proposed SCA-BCD-based ISAC FDBF
and HBF, respectively. When the number of RF chains is
sufficiently large, the performance gap between the proposed
ISAC beamforming design and the communication-only coun-
terpart is negligible, which verifies the near-optimality of the
proposed ISAC beamforming design.
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VII. CONCULTION

This paper investigated HBF design for near-field mmWave
ISAC systems. The SPEB of near-field target localization was
analyzed, based on which two HBF optimization problems
were formulated to study the tradeoff between localization
accuracy and communication rate. For the sensing-oriented
HBF design, we proposed an SDR-BCD algorithm to solve
the communication rate-constrained sensing SPEB minimiza-
tion problem. For the communication-oriented HBF design,
we proposed an SCA-BCD algorithm to address the sens-
ing SPEB-constrained communication sum-rate maximization
problem. Simulation results showed that the proposed SDR-
BCD-based HBF can achieve localization accuracy close to
the FDBF counterpart and surpass the benchmark schemes,
and the proposed SCA-BCD-based HBF can achieve sum-rate
similar to the corresponding FDBF and significantly outper-
form the existing schemes.

The single-target scenario was considered in this paper.
In multi-target or large-scale user scenarios, how to design
accurate near-field beamfocusing to achieve efficient inter-
ference management is a critical issue. Moreover, in high-
mobility scenarios, the accurate acquisition of target position
and velocity is challenging. It is of great significance to inves-
tigate the real-time trajectory tracking and robust beamforming
in dynamic target scenarios [45], [46].
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